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Abstract

A learning algorithm is presented for circuits consisting of a single layer of perceptrons (= threshold gates, or equivalently gates with a Heaviside activation function). We refer to such circuits as parallel perceptrons. In spite of their simplicity, these circuits can compute any boolean function if one views the majority of the binary perceptron outputs as the binary outputs of the parallel perceptron, and they are universal approximators for arbitrary continuous functions with values in $[0, 1]$ if one views the fraction of perceptrons that output 1 as the analog output of the parallel perceptron. For a long time one has thought that there exists no competitive learning algorithms for these extremely simple circuits consisting of gates with binary outputs, which also became known as committee machines. It is commonly believed that one
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has to replace the hard threshold gates by sigmoidal gates and that one has to tune the weights on at least two successive layers in order to get satisfactory learning results. We show that this is not true by exhibiting a simple learning algorithm for parallel perceptrons – the parallel delta rule (p-delta rule), whose performance is comparable to that of backprop for multilayer networks consisting of sigmoidal gates. In contrast to backprop, the p-delta rule does not require the computation and communication of analog values with high precision, although it does in fact implement gradient descent – with regard to a suitable error measure. Therefore it provides an interesting new hypothesis for the organization of learning in biological neural systems.

1 Introduction

In spite of its early successes, the perceptron along with the perceptron learning algorithm – the delta rule – have been abandoned because of the limited expressive power of a single perceptron. Instead, one has resorted to circuits consisting of at least two layers of modified perceptrons with a smooth activation function (sigmoidal neural nets, also called MLP’s) and a gradient descent learning algorithm (backprop). “However, the realization of large backpropagation networks in analog hardware poses serious problems because of the need for separate or bidirectional circuitry for the backward pass of the algorithm. Other problems are the need of an accurate derivative of the activation function and the cascading of multipliers in the backward pass.” (quoted from [14]). For similar reasons it is quite dubious whether backprop is applied by biological neural systems to adapt their input/output behaviour.

We will show in this article that there exists an alternative solution: a simple distributed learning algorithm for a less involved class of neural networks with universal computational power that requires less than 2 bits of global communication. One gets already universal approximators for arbitrary
boolean and continuous functions if one takes a single layer of perceptrons in parallel, each with just binary output. One can view such single layer of perceptrons as a group of voters, where each vote (with value $-1$ or $1$) carries the same weight. Their majority vote can be viewed as a binary output of the circuit. Alternatively one can apply a simple squashing function to the percentage of votes with value 1 and thereby get universal approximators for arbitrary given continuous functions with values in $[0,1]$. It is shown in this article that this very simple computational model – to which we will refer as parallel perceptron in the following – can be trained in an efficient manner to approximate about any given target function. The learning algorithm consists of a simple extension of the familiar delta rule for a single perception, which we call the $p$-delta rule. In contrast to the backprop algorithm, which requires transmission of analog values with high bit precision between the central control and local agents that update the weights of the sigmoidal gates, the $p$-delta rule requires only the broadcasting of one of three possible signals (up, down, neutral) from the central control to all local agents. Hence the $p$-delta rule provides new ideas for designing adaptive devices. It also yields a promising new hypothesis regarding the organization of learning in biological networks of neurons that overcomes deficiencies of previous approaches that were based on backprop. It can be readily applied to biologically realistic integrate-and-fire neuron models whose output is – on a short time scale – binary: they either fire an action potential or they don’t. It also does not require a sophisticated “shadow-network” that computes and transmits fairly complex individual error signals to the neurons. The $p$-delta rule has already been applied very successfully to learning for a pool of spiking neurons [13].

We will show in section 4 of this article that in spite of the substantially less demanding communication requirements of the $p$-delta rule, and in spite of the much simpler computational structure of parallel perceptrons (which just have a single layer of weights), its performance for common benchmark data sets is comparable to that of backprop for MLP’s and also to that of the
common decision tree algorithm C 4.5.

Parallel perceptrons and the $p$-delta rule are closely related to computational models and learning algorithms that had already been considered 40 years ago (under the name of committee machine, or as a particularly simple MADALINE; see [18] and chapter 6 of [15] for an excellent survey). Apparently the only ingredients that were missing at that time were mathematical tools for proving the universal approximation capability of such models, as well as theoretical and practical experience in machine learning.

In section 2 of this article we will discuss our computational model, the parallel perceptron. The $p$-delta learning rule for this model will be introduced and analyzed in section 3. Section 4 contains empirical data regarding the required size of parallel perceptrons and the performance of the $p$-delta rule on common benchmark datasets for classification problems. These data are compared with those for backprop and a state-of-the-art learning algorithm from machine learning.

2 The Parallel Perceptron

A perceptron (also referred to as threshold gate or McCulloch-Pitts neuron) with $d$ inputs computes the following function $f$ from $\mathbb{R}^d$ into $\{-1, 1\}$:

$$f(z) = \begin{cases} 1, & \text{if } \alpha \cdot z \geq 0 \\ -1, & \text{otherwise} \end{cases},$$

where $\alpha \in \mathbb{R}^d$ is the weight vector of the perceptron, and $\alpha \cdot z$ denotes the usual vector product $\alpha \cdot z := \sum_{j=1}^{d} \alpha(j)z(j)$ for $\alpha = \langle \alpha(1), \ldots, \alpha(d) \rangle$ and $z = \langle z(1), \ldots, z(d) \rangle$.

For the sake of simplicity we assume that the threshold of each perceptron is normalized to 0. This is justified as long as one can assume that the actual input $\langle z(1), \ldots, z(d-1) \rangle \in \mathbb{R}^{d-1}$ is extended to a $d$-dimensional input $\langle z(1), \ldots, z(d) \rangle \in \mathbb{R}^d$ with $z(d) := -1$. In that case the $d$th component $\alpha(d)$ of the weight vector $\alpha$ assumes the role of the threshold, since $\sum_{j=1}^{d} \alpha(j)z(j) \geq 0 \iff \sum_{j=1}^{d-1} \alpha(j)z(j) \geq \alpha(d)$. 
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A parallel perceptron is a single layer consisting of a finite number \( n \) of perceptrons. Let \( f_1, \ldots, f_n \) be the functions from \( \mathbb{R}^d \) into \( \{-1, 1\} \) that are computed by these perceptrons. For input \( z \) the output of the parallel perceptron is the value \( \sum_{i=1}^{n} f_i(z) \in \{-n, \ldots, n\} \), more precisely the value \( s(\sum_{i=1}^{n} f_i(z)) \), where \( s : \mathbb{Z} \to \mathbb{R} \) is a squashing function that scales the output into the desired range.

![Figure 1: The squashing function \( s_\rho \) for a parallel perceptron with analog output.](image)

In this article we will restrict our attention to the piecewise linear squashing function \( s_\rho \) with range \( [-1, 1] \) that is plotted in Figure 1. The parameter \( \rho \) may be viewed as the resolution of the squashing function \( s_\rho \), which is formally defined by

\[
s_\rho(p) = \begin{cases} 
-1 & \text{if } p < -\rho \\
\frac{p}{\rho} & \text{if } -\rho \leq p \leq \rho \\
+1 & \text{if } p > \rho.
\end{cases}
\]

For \( \rho = 1 \) this function maps into the binary range \( \{-1, 1\} \) and simply implements a majority vote of the \( n \) perceptrons (assuming that \( n \) is odd). In order to approximate a given continuous function with values in \( [-1, 1] \) up to some given \( \varepsilon > 0 \) we will typically set \( \rho := 1/(2\varepsilon) \).

In Figure 2 we give an example of a function from \( \mathbb{R}^2 \) into \( \{-1, -\frac{1}{2}, 0, \frac{1}{2}, 1\} \) computed by a parallel perceptron consisting of \( n = 8 \) perceptrons.

It is not difficult to prove that every Boolean function from \( \{-1, 1\}^d \) into \( \{-1, 1\} \) can be computed by a parallel perceptron (with \( \rho = 1 \)). Furthermore
we show that every continuous function \( g : \mathbb{R}^d \rightarrow [-1, 1] \) can be approximated by a parallel perceptron within any given error bound \( \varepsilon \) on any closed and bounded subset of \( \mathbb{R}^d \). Therefore parallel perceptrons are in fact universal approximators. Furthermore our empirical results show that many real-world classification problems can be solved by parallel perceptrons that consist of a very small number of perceptrons.

Parallel perceptrons are closely related to circuits involving a single hard or soft winner-take-all gate, whose computational properties were investigated in [10], [11]. We will show in the Appendix of this article that the claimed universal approximation property of parallel perceptrons follows immediately from that of winner-take-all circuits.

3 The p-delta learning rule

In this section we develop a learning rule for parallel perceptrons. We call this learning rule the p-delta rule. It consists of two ingredients. The first ingredient is the classical delta rule, which is applied to some of the individual perceptrons that make up the parallel perceptron. The second ingredient is a rule which decides whether the classical delta rule should be applied to a given individual perceptron. This rule takes inspiration from support vector
machines [7]. Support vector machines learn classifiers which maximize the 
margin of the classification: An input $\mathbf{z} \in \mathbb{R}^d$ is classified by $\text{sign}(\mathbf{\alpha} \cdot \mathbf{z})$, and $\mathbf{\alpha}$ is calculated such that for all training examples $\mathbf{z}_k$ the dot product $|\mathbf{\alpha} \cdot \mathbf{z}_k|$ is large. In a somewhat related fashion we apply the delta rule to those individual perceptrons that give the wrong output, and also to those that give the right output but with a too small margin. This ensures that the outputs of the individual perceptrons become stable against perturbations of the inputs, which improves both the stability of the learning process as well the performance — in respect to generalization — of the trained parallel perceptron.

In the next section we discuss the basic options regarding the application of the classical delta rule in the context of parallel perceptrons, and in Section 3.2 we show how to incorporate the large margin idea. In Section 3.3 we demonstrate that the resulting learning rule can be interpreted as gradient descent for a suitable error function. In Section 3.4 we discuss the relationship of our learning rule to support vector machines and large margin classifiers. Finally, we discuss the plausibility of the p-delta rule for biological systems in Section 3.5. Some remarks on the implementation of the p-delta rule on digital computers are given in Appendix A.

### 3.1 Getting the outputs right

The p-delta rule can be applied in batch or in incremental mode. In batch mode the weight vectors are updated once after each epoch, where in each epoch each training example is presented once. In incremental mode the weight vectors are updated after each presentation of a training example. For notational simplicity we assume that updates are performed in incremental mode. The modification for batch mode is straightforward.

Let $(\mathbf{z}, o) \in \mathbb{R}^d \times [-1, +1]$ be the current training example and let $\mathbf{\alpha}_1, \ldots, \mathbf{\alpha}_n \in \mathbb{R}^d$ be the current weight vectors of the $n$ individual perceptrons
in the parallel perceptron. Thus the current output of the parallel perceptron is calculated as

\[ \hat{o} = s_p(p), \quad \text{where} \quad p = \#\{i : \alpha_i \cdot z \geq 0\} - \#\{i : \alpha_i \cdot z < 0\}. \]

If \(|\hat{o} - o| \leq \varepsilon\) then the output of the parallel perceptron is within the desired accuracy of the target output \(o\), and its weights need not be modified.

Consider now for example the case

\[ \hat{o} > o + \varepsilon, \]

when the output of the parallel perceptron is too large. To lower the output of the parallel perceptron we need to reduce the number of weight vectors with \(\alpha_i \cdot z \geq 0\). Applying the classical delta rule to such a weight vector yields the update

\[ \alpha_i \leftarrow \alpha_i + \eta \Delta_i, \]

where \(\eta > 0\) is the learning rate and

\[ \Delta_i = -z. \]

However it is not obvious which weight vectors with \(\alpha_i \cdot z \geq 0\) should be modified by this update rule. There are several plausible options (among which the first and second option require substantially more computational overhead and communication between local agents):

1. Update only one of the weight vectors with \(\alpha_i \cdot z \geq 0\). For example choose the weight vector with minimal \(\alpha_i \cdot z\).

2. Update \(N\) of the weight vectors with \(\alpha_i \cdot z \geq 0\), where \(N\) is the minimal number of sign changes of individual perceptrons that are necessary to get the output \(\hat{o}\) of the parallel perceptron right. This approach was taken in [15, Section 6.3].

3. Update all weight vectors with \(\alpha_i \cdot z \geq 0\).
For our p-delta rule we choose the third option. We proceed analogously in the case where \( \hat{o} < o - \varepsilon \). Thus we arrive at the rule \( \alpha_i \leftarrow \alpha_i + \eta \Delta_i \) for all \( i \), where

\[
\Delta_i = \begin{cases} 
-z & \text{if } \hat{o} > o + \varepsilon \text{ and } \alpha_i \cdot z \geq 0 \\
+z & \text{if } \hat{o} < o - \varepsilon \text{ and } \alpha_i \cdot z < 0 \\
0 & \text{otherwise.}
\end{cases}
\]

The problem with the other options is that they might try to update the wrong weight vectors. Updating all weight vectors ensures that at least some progress is made by the learning process. Although in this case too many weight vectors might be modified, this negative effect can be counteracted by the “clear margin” approach, which is discussed in the next section.

Note that the third option is the one which requires the least communications between a central control and agents that control the individual weight vectors \( \alpha_i \): each agent can determine on its own whether \( \alpha_i \cdot z \geq 0 \), and hence no further communication is needed to determine which agents have to update their weight vector once they are told to which class the global error of the output \( \hat{o} \) of the parallel perceptron belongs.

### 3.2 Stabilizing the outputs

For any of the 3 options discussed in the previous section, weight vectors are updated only if the output of the parallel perceptron is incorrect. Hence weight vectors remain unmodified as soon as the sign of \( \alpha_i \cdot z \) is “correct” in respect to the target output \( o \) and the output of the parallel perceptron \( \hat{o} \). Thus at the end of training there are usually quite a few weight vectors for which \( \alpha_i \cdot z \) is very close to zero (for some training input \( z \)). Hence a small perturbation of the input \( z \) might change the sign of \( \alpha_i \cdot z \), and the output of the parallel perceptron is rather unstable. This reduces the generalization capabilities of the parallel perceptron. To stabilize the output of the parallel perceptron we modify the update rule of the previous section in order to keep \( \alpha_i \cdot z \) away from zero. In fact, we try to keep a margin \( \gamma \) around zero clear from any
dot products $\mathbf{a}_i \cdot \mathbf{z}$. The margin $\gamma > 0$ is a parameter of our algorithm. In Appendix A we discuss how this parameter can be set automatically by a learning algorithm.

Assume that $\mathbf{a}_i \cdot \mathbf{z} \geq 0$ has the correct sign but that $\mathbf{a}_i \cdot \mathbf{z} < \gamma$. In this case we increase $\mathbf{a}_i \cdot \mathbf{z}$ by updating $\mathbf{a}_i$ as

$$\mathbf{a}_i \leftarrow \mathbf{a}_i + \eta \mu \mathbf{z} \quad (1)$$

for an appropriate parameter $\mu > 0$. The parameter $\mu$ measures the importance of a clear margin: if $\mu \approx 0$ then this update has little influence, if $\mu$ is large then a clear margin is strongly enforced. A typical value of $\mu$ is $\mu = 1$.

Observe that a margin $\gamma$ is effective only if the weights $\mathbf{a}_i$ remain bounded: to satisfy condition $|\mathbf{a}_i \cdot \mathbf{z}| \geq \gamma$, scaling up $\mathbf{a}_i$ by a factor $C > 1$ or reducing $\gamma$ by factor $1/C$ is equivalent. Thus we keep the weights $\mathbf{a}_i$ bounded by the additional update

$$\mathbf{a}_i \leftarrow \mathbf{a}_i - \eta (||\mathbf{a}_i||^2 - 1) \mathbf{a}_i$$

which moves $||\mathbf{a}_i||$ towards 1. Concluding, the p-delta rule is summarized in Figure 3. Note that $\mathbf{a}_i \cdot \mathbf{z}$ is always pushed away from 0 according to the 3rd or 4th line, unless it is pushed towards 0 according to one of the first two lines of the update rule in Fig. 3.

The rather informal arguments in this and the previous section can be made more precise by showing that the descent for an appropriate error function. This error function is given in the next section.

### 3.3 The error function of the p-delta rule

Let $\mathbf{a}_1, \ldots, \mathbf{a}_n$ be the current weight vectors of the parallel perceptron and let $\mathbf{z}$ be an input vector for the parallel perceptron. Then the output of the parallel perceptron is calculated as $\hat{o} = s_p(\sum_{i=1}^{n} f_i(\mathbf{z}))$ where $f_i(\mathbf{z}) = +1$ if $\mathbf{a}_i \cdot \mathbf{z} \geq 0$ and $f_i(\mathbf{z}) = -1$ if $\mathbf{a}_i \cdot \mathbf{z} < 0$. An error function with respect to the
**p-delta rule**

For all $i = 1, \ldots, n$:

$$
\alpha_i \leftarrow \alpha_i - \eta \left( \|\alpha_i\|^2 - 1 \right) \alpha_i + \eta \begin{cases}
(-z) & \text{if } \hat{o} > o + \varepsilon \text{ and } \alpha_i \cdot z \geq 0 \\
(z) & \text{if } \hat{o} < o - \varepsilon \text{ and } \alpha_i \cdot z < 0 \\
\mu(z) & \text{if } \hat{o} \leq o + \varepsilon \text{ and } 0 \leq \alpha_i \cdot z < \gamma \\
\mu(-z) & \text{if } \hat{o} \geq o - \varepsilon \text{ and } -\gamma < \alpha_i \cdot z < 0 \\
0 & \text{otherwise}
\end{cases}
$$

Figure 3: The p-delta rule

target output $o$ can now be defined as

$$
\operatorname{Err}(\alpha_1, \ldots, \alpha_n; z, o)
= \frac{1}{2} \sum_{i=1}^{n} \left( \|\alpha_i\|^2 - 1 \right)^2
= \sum_{i: \alpha_i \cdot z \geq 0} (\mu \gamma + \alpha_i \cdot z) + \sum_{i: \alpha_i \cdot z < 0} (\mu \gamma - \alpha_i \cdot z) + \sum_{i: \hat{o} > o + \varepsilon} (\mu \gamma + \alpha_i \cdot z) + \sum_{i: \hat{o} < o - \varepsilon} (\mu \gamma - \alpha_i \cdot z)
+ \sum_{i: \hat{o} \leq o + \varepsilon} (\mu \gamma + \alpha_i \cdot z) + \sum_{i: \hat{o} \geq o - \varepsilon} (\mu \gamma - \alpha_i \cdot z)
+ \sum_{i: |\hat{o} - o| \leq \varepsilon} (\mu \gamma - \alpha_i \cdot z) \quad \text{if } |\hat{o} - o| \leq \varepsilon.
$$

The first line of the right hand side penalizes a deviation of $\|\alpha_i\|$ from 1 and therefore keeps the norms of the weights close to 1. Line 2 and 3 cover the case that the output of the parallel perceptron is too far from the target output, i.e. $|o - \hat{o}| > \varepsilon$. The sums $\sum_{i: \alpha_i \cdot z \geq 0} (\mu \gamma + \alpha_i \cdot z)$ and $\sum_{i: \alpha_i \cdot z < 0} (\mu \gamma - \alpha_i \cdot z)$ measure how far dot products $\alpha_i \cdot z$ are on the wrong side (from 0), e.g. if $\hat{o} > o + \varepsilon$ than there are too many $\alpha_i$ with $\alpha_i \cdot z \geq 0$ and each such weight is penalized with $\mu \gamma + \alpha_i \cdot z$. The term $\mu \gamma$ ensures compatibility with the other sums, $\sum_{i: -\gamma < \alpha_i \cdot z < 0} (\mu \gamma + \alpha_i \cdot z)$ and $\sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \alpha_i \cdot z)$. These sums penalize weights for which $\alpha_i \cdot z$ is within a margin $\gamma$ around 0. Consider for example $\sum_{i: 0 \leq \alpha_i \cdot z < \gamma} (\mu \gamma - \alpha_i \cdot z)$. If $0 \leq \alpha_i \cdot z < \gamma$ then the distance to the margin $\gamma$ is $\gamma - \alpha_i \cdot z$. Weighting this distance by $\mu$ gives the error term
The fact that the error terms — either for being on the wrong side or for being within the margin — are compatible is depicted in Figure 4. As long as the dot product is on the wrong side, the error grows with the distance from 0. If the dot product is on the right side the error grows with the distance from the margin $\gamma$, scaled by $\mu$. Thus the error function is continuous as long as $|\hat{o} - o| \neq \varepsilon$. If the weights change such that the output of the parallel perceptron moves from $|\hat{o} - o| > \varepsilon$ to $|\hat{o} - o| < \varepsilon$ then the error function jumps downwards since the sum $\sum_{i: \alpha_i \cdot \mathbf{z} \geq 0} (\mu \gamma + \alpha_i \cdot \mathbf{z})$ (assuming $\hat{o} > o + \varepsilon$) is replaced by the smaller sum $\sum_{i: 0 \leq \alpha_i \cdot \mathbf{z} < \gamma} (\mu \gamma - \mu \alpha_i \cdot \mathbf{z})$ (third line of (2)).

It is easy to see that the error function is non-negative and that it is equal to zero if and only if $|\hat{o} - o| \leq \varepsilon$ and all weight vectors $\alpha_i$ satisfy $|\alpha_i \cdot \mathbf{z}| \geq \gamma$ and $||\alpha_i|| = 1$. Taking derivatives of the error function with respect to $\alpha_i$ we find that the p-delta rule performs gradient descent with respect to this error function. Thus by the p-delta rule the weight vectors will converge — for a sufficiently small learning rate — towards a local minimum of the error function.
3.4 Generalization and relationship to support vector machines

The idea of having a clear margin around the origin is not new and is heavily
used with support vector machines [7]. In our setting we use the clear margin to
stabilize the output of the parallel perceptron. As is known from the analysis of
support vector machines such a stable predictor also gives good generalization
performance on new examples. Since our parallel perceptron is an aggregation
of many simple perceptrons with large margins (see also [4]), one expects that
parallel perceptrons also exhibit good generalization. This is indeed confirmed
by our empirical results reported in Section 4.

3.5 Relationship to Models for Biological Neural Systems

It is shown in the Appendix (Corollary C.2) that parallel perceptrons have
the “universal approximation property”, i.e., they can approximate any given
continuous function uniformly on any compact domain. This approximation
result has an interesting interpretation in the context of computational neuro-
science, since one can view a parallel perceptron as a model for a population
of biological neurons (without lateral connections inside the population). One
can model the decision whether a biological neuron will fire within a given time
interval (e. g., of length 5 ms) quite well with the help of a single perceptron
(see [5], [9]). Hence a parallel perceptron may be viewed as a model for a
population $P$ of biological neurons, that predicts how many of these neurons
will fire within such time interval.

Therefore the universal approximation property of parallel perceptrons im-
plies that a single population $P$ of biological neurons (without lateral connec-
tions) can in principle be used to approximate any given continuous function
function $f$ (from static inputs $\mathbf{x}$ to static outputs $f(\mathbf{x})$). One just has to assume that the components of the input vector $\mathbf{x}$ are given in the form of synaptic input currents to the neurons in the population $P$, and that the fraction of neurons in $P$ that fire within a given short time interval represents the approximation to the target output value $f(\mathbf{x})$.

The p-delta learning rule for parallel perceptrons that we introduce in this article, has already been tested in this biological context through extensive computer simulations of biophysical models for populations of neurons [13]. The results of these simulations show that the p-delta learning rule is very successful in training such populations of spiking neurons to adopt a given population response. We are not aware of any other learning algorithm that could be used for that purpose. Among other things we are exploiting here the fact that, in contrast to backprop, the p-delta learning rule can be applied to neuron models that do not have a smooth activation function, such as a spiking neuron. The computer simulation discussed in [13] shows that the p-delta rule can actually be used to train models for circuits of biological neurons to adopt a given temporal response, i. e., to approximate a given nonlinear filter.

Whether the p-delta rule is biologically realistic is another matter. Relatively little is known about the actual learning mechanisms that modify synapses in vivo. In fact, frequently cited older experimental data on longterm synaptic plasticity have to be reconsidered in the light of new data (see e. g., [1]). Even less reliable data are available on biological mechanisms that might provide global control for synaptic plasticity in neural circuits. However in spite of this lack of knowledge one may argue that the p-delta rule has a larger chance of being biologically realistic than other learning algorithms, such as backprop, that have been developed for artificial neural networks. These other learning algorithms require the transmission of analog error signals (typically involving the values of derivatives) with high bit precision between a global control and local mechanisms that carry out the actual synaptic modifications. These communication requirements would be very costly to implement.
in a noisy analog system. In contrast to that, the p-delta rule just requires to broadcast to all local agents whether the current population response $\hat{o}$ was close to the desired target output $o$, or way too large, or way too small. Thus in contrast to backprop, the same information can be sent to all local agents, the message requires just 2 bits, and no complex computations (such as taking derivatives and multiplication of analog values) are needed to compute these 2 bits.

For the same reason the p-delta rule is better suitable than backprop for implementation in analog VLSI, for example in order to build adaptive “universal approximator chips” in analog VLSI with on-chip learning facilities.

4 Empirical Results

For an empirical evaluation of the p-delta rule we have chosen five datasets from the UCI machine learning repository [2]: Breast-cancer (BC), Pima Indian Diabetes (DI), Heart disease (HD), Ionosphere (IO), and Sonar (SN). For a more detailed description of the datasets see Appendix B. Our criteria were binary classification tasks, few missing values in the data, and published learning results for multilayer-perceptrons trained by backprop (MLP+BP). We also compared our results with the implementation of MLP+BP and C4.5 in WEKA\textsuperscript{2}.

4.1 Comparison with published results

For this comparison we used the same experimental setup (split into training and test set, number of cross-validations, dealing with missing attributes) that was reported in the literature (for details see Appendix B). We added a constant bias to the data and initialized the weights of the parallel perceptron randomly. The results are shown in Table 1. Results for the p-delta rule are

\textsuperscript{2}A complete set of Java Programs for Machine Learning, including datasets from UCI, available at \url{http://www.cs.waikato.ac.nz/~ml/weka/}. 
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Table 1: Comparison of the performance (= accuracy on test data) of the p-delta rule with backprop on common benchmark classification problems.

<table>
<thead>
<tr>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
</tr>
<tr>
<td>DI</td>
</tr>
<tr>
<td>HD</td>
</tr>
<tr>
<td>IO</td>
</tr>
<tr>
<td>SN</td>
</tr>
<tr>
<td>Gorman, Sigillito et al. [6]</td>
</tr>
<tr>
<td>96.7</td>
</tr>
<tr>
<td>96.7</td>
</tr>
<tr>
<td>96.0</td>
</tr>
<tr>
<td>82.0 ± 7.3</td>
</tr>
</tbody>
</table>

The results show that the performance of the p-delta rule is comparable with that of multilayer-perceptrons. We also found that for the tested datasets small parallel perceptrons (n = 3) suffice for good classification accuracy.

4.2 Comparison with state-of-the-art machine learning software

Since the experimental setup in [6, 16, 17] varied considerably we also tested all datasets with a fixed experimental setup using state-of-the-art machine learning software. We used MLP+BP and C4.5 from WEKA (version 3.2). Table 2 shows the average over 5 trials of 10 fold cross-validation. For this experiment we removed examples with missing values. We ran p-delta with n = 3, ρ = 1, and an automatic tuning of η and γ (the results are very similar for fixed values of these parameters, see Table 3 in Appendix A). The

3This has very little influence on the performance.
Table 2: Comparison of the performance (= accuracy on test data) of the p-delta rule for \( n = 3 \) perceptrons with that of backprop and decision trees (from the WEKA software package).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C4.5</th>
<th>MLP+BP</th>
<th>p-delta</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>95.31</td>
<td>95.99</td>
<td>96.87</td>
</tr>
<tr>
<td>DI</td>
<td>74.48</td>
<td>76.79</td>
<td>75.42</td>
</tr>
<tr>
<td>HD</td>
<td>74.66</td>
<td>80.74</td>
<td>82.97</td>
</tr>
<tr>
<td>IO</td>
<td>88.60</td>
<td>89.74</td>
<td>90.46</td>
</tr>
<tr>
<td>SN</td>
<td>72.60</td>
<td>82.59</td>
<td>76.63</td>
</tr>
</tbody>
</table>

stopping condition was the same as described in Section 4.1. For the MLP we used 3 neurons in the hidden layer since this number of neurons in the hidden layer yielded good results in [6, 16, 17]. The learning rate was 0.01 and the momentum 0.8 as in [17]. The MLP was trained for 500 epochs, which was sufficient for convergence. For C4.5 we used the default parameter settings.

Again we find that the performance of parallel perceptrons is comparable with the performance of other state-of-the-art classification algorithms.

5 Discussion

Moerland and Fiesler [14] state that “the design of a compact digital neural network can be simplified considerably when Heaviside functions are used as activation functions instead of a differentiable sigmoidal activation function. While training algorithms for perceptrons with Heaviside functions abound, training multilayer networks with nondifferentiable Heaviside functions requires the development of new algorithms.” We have presented in this article a new learning algorithm — the p-delta rule — for parallel perceptrons, i.e., for neural networks consisting of a single layer of perceptrons. In contrast to other learning algorithms for parallel perceptrons, such as MADALINE-3 [18] and weight perturbation [8] (see the survey in [14]), this algorithm can be executed in parallel, with one global 2-bit error signal as the only communication
between local agents. In comparison with backprop for multi-layer perceptrons this new learning algorithm – which only requires to tune weights on a single layer – provides an alternative solution to the credit assignment problem that does not require the computation and communication of derivatives. Hence one may argue that the learning algorithm presented in this article provides a more compelling model for learning in biological neural circuits than the familiar backprop algorithm for multi-layer perceptrons. In fact it has already been successfully used in computer simulations of biological neural circuits for training a pool of spiking neurons to approximate an analog target function via space-rate coding [13].

It is shown in Appendix C that the parallel perceptron model is closely related to previously studied Winner-Take-All circuits. Hence the p-delta rule also provides a new learning algorithm for Winner-Take-All circuits.
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Appendix: Practical considerations for the implementation of the p-delta rule on a digital computer

To check the validity of the parallel perceptron and of the p-delta rule we ran several experiments with benchmark machine learning datasets. When the p-delta rule is run on a digital computer and is applied to a specific learning task, a particular instantiation of the p-delta rule (and its parameters) has to be chosen. Thoughts about reasonable choices are discussed in this section.

The first thing to mention is that we did batch updates of the weights instead of updating the weights for each individual training example. We
accumulated the updates for all training examples and updated the weights once for each epoch. Doing batch updates allows also another modification of the update rule: instead of normalizing the weights implicitly by the update rule

\[ \alpha_i \leftarrow \alpha_i - \eta \left( \frac{\alpha_i}{\|\alpha_i\|} \right) \]

we explicitly normalized the weights by

\[ \alpha_i \leftarrow \alpha_i / \|\alpha_i\| \]

after each update.

Now it remains to choose the parameters of the p-delta rule, \( \eta, \gamma, \) and \( \mu \). It turns out that the choice of \( \mu \) is rather insignificant and we set \( \mu = 1 \). With \( \eta \) and \( \gamma \) the situation is more complicated. In particular the choice of \( \gamma \) is important for a good performance of the p-delta rule. Therefore we included a mechanism which automatically tunes \( \gamma \). For this we constructed an update rule for \( \gamma \). This update rule increases \( \gamma \) if for a training example \((z, o)\) only few dot products \( \alpha_i \cdot z \) are in the margin \((-\gamma, +\gamma)\), and the update rule decreases \( \gamma \) if there are many dot products within this margin. The number of dot products within the margin is calculated as

\[
M_+ = \#\{i : 0 \leq \alpha_i \cdot z < +\gamma \text{ and } \hat{\delta} \leq o + \varepsilon\}
\]

\[
M_- = \#\{i : -\gamma < \alpha_i \cdot z < 0 \text{ and } \hat{\delta} \geq o - \varepsilon\}
\]

(we count only dot products which have the correct sign in respect to \( o \) and \( \hat{\delta} \)). Now the update rule is given by

\[ \gamma \leftarrow \gamma + \eta (M_{\min} - \min\{M_{\max}, M_+ + M_-\}) \]

where \( M_{\min}, M_{\max} > 0 \) are suitable parameters. This means that at most \( M_{\max} \) of the dot products within the margin are considered, and that \( \gamma \) is increased if the number of dot products is smaller than \( M_{\min} \) and that \( \gamma \) is increased if there are more than \( M_{\min} \) dot products within the margin. Good values for \( M_{\min} \) and \( M_{\max} \) are \( M_{\min} = \varepsilon \rho \) and \( M_{\max} = 4M_{\min} \).
Table 3: Comparison of the results of the p-delta rule with and without the parameters $\eta$ and $\gamma$ being set automatically. The results in the second column were obtained setting $\eta_0 = 0.25$ and $\gamma = 0.05$.

For the last remaining parameter, the learning rate $\eta$, we used an adaptive learning rate schedule. If an update of the weights reduces the value of the error function, then the learning rate is increased (say, by a factor 1.1), if an update increases the value of the error function, then the learning rate is decreased (say, by a factor 0.5). Such an adaptive learning rate schedule yields a relatively fast but still stable convergence of the p-delta rule.

It has to be remarked, that getting the magnitudes of the parameters $\gamma$ and $\eta$ right is crucial for the performance of the p-delta rule, although the p-delta rule is quite robust against small changes of the parameters. Setting these parameters by hand can be – depending on the complexity of the training data – quite difficult. The considerations in this section provide a good way of tuning these parameters automatically, though this method is harder to implement in hardware (e.g. in analog VLSI) through the increased need of communication to the perceptrons.

### A.1 Comparison of results with and without the parameters $\gamma$ and $\eta$ being set automatically

In all experiments reported so far the p-delta rule was used with an automatical tuning of margin $\gamma$ and learning rate $\eta$. Since the computation of $\gamma$ involves information of the output of several perceptrons, this increases the number of
bits needed for the communication of the error signal. In neural network learning algorithms, one often uses a steadily decreasing learning rate (e.g. $\eta = \frac{\eta_0}{\sqrt{t}}$, where $\eta_0$ is the base learning rate and $t$ is the current epoch during learning). When we used this decreasing learning rate and fixed $\gamma$ to a reasonable value, we found that the performance of the p-delta rule did not change much. Only the learning time (i.e. the number of epochs needed) increased: from an average of a few several hundred epochs with automatic tuning to about 2000 epochs without automatic tuning. Table 3 shows the average of 10 runs of 10-fold CV with decaying learning rate $\eta = \frac{\eta_0}{\sqrt{t}}$, $\eta_0 = 0.25$, and the parameter $\gamma$ fixed to $\gamma = 0.05$ for all datasets, compared to the result with automatic tuning. The number of perceptrons was set to $n = 3$.

B Appendix: Datasets for empirical evaluation

For an empirical evaluation of the p-delta rule we have chosen five datasets from the UCI machine learning repository [2]. Our criteria were binary classification tasks, few missing values in the data, and published learning results for multilayer-perceptrons trained by backprop (MLP+BP). Furthermore we looked for datasets where it was well documented how missing values should be dealt with. The datasets we have chosen are:

- Breast-cancer (BC): We used the original Wisconsin breast-cancer dataset, consisting of 699 examples of breast-cancer medical data out of two classes. Each of the nine attributes is an integer value between 1 and 10. There are 16 examples containing missing values. 65.5% of the examples form the majority class in both cases, with and without the examples containing missing values.

- Pima Indian Diabetes (DI): This dataset contains 768 instances with 8 attributes each plus a binary class label. There are no missing values in
this dataset. All eight attributes are real values. The baseline accuracy is 65.1%.

• Heart Disease (HD): We used the Cleveland heart disease database. From the 13 attributes describing the two classes (healthy or diseased heart) there are 6 real valued attributes and 7 nominal attributes. 7 examples out of 303 contain missing values. The majority class is 54.5% including the examples with missing values and 54.1% without those examples.

The datasets BC, HD, and DI were used in [17] to evaluate the training of a 2-layer neural network with backpropagation and momentum, with and without an internal mechanism to avoid overfitting. The learning rate was set to 0.01 and the momentum was set to 0.8. They did 10-fold cross validation on the BC, HD and DI dataset. We report their results for 10 neurons in the hidden layer. They do not state exactly how the examples with missing values were treated. We replaced missing values by the corresponding average values.

• Ionosphere (IO): This database contains 351 examples of radar return signals from the ionosphere. Each example consists of 34 real valued attributes plus binary class information. There are no missing values. [16] report results for the IO dataset using a 2-layer sigmoidal neural network with different numbers (0,3,5,8,10,15) of neurons in the hidden layer, plus a result for a linear perceptron. They split the dataset into 200 training examples (101 ”good” returns, 99 ”bad” returns) and 151 test examples.

• Sonar (SN): The sonar database is a high-dimensional dataset describing sonar signals in 60 real-valued attributes. The two classes are 'rock' (97 examples) and 'metal' (111 examples). The dataset contains 208 instances and no missing values. On the sonar dataset (SN) [6] did a detailed analysis of sigmoidal neural networks with different numbers (2,3,6,12,24) of neurons in the hidden layer. We used their result for a 2-
<table>
<thead>
<tr>
<th></th>
<th>BC</th>
<th>DI</th>
<th>HD</th>
<th>IO</th>
<th>SN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples</td>
<td>683 (699)</td>
<td>768</td>
<td>296 (303)</td>
<td>351</td>
<td>208</td>
</tr>
<tr>
<td>Classes</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Majority Class</td>
<td>65.5% (65.5%)</td>
<td>65.1%</td>
<td>54.1% (54.5%)</td>
<td>64.1%</td>
<td>53.4%</td>
</tr>
<tr>
<td>Ex. with missing</td>
<td>16</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># Attributes</td>
<td>9</td>
<td>8</td>
<td>13</td>
<td>34</td>
<td>60</td>
</tr>
<tr>
<td># numeric</td>
<td>9</td>
<td>8</td>
<td>6</td>
<td>34</td>
<td>60</td>
</tr>
<tr>
<td># binary</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td># nominal ≥ 3</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4: Description of the datasets used for empirical evaluation. The numbers in brackets show the corresponding values per dataset including examples with missing values.

layer sigmoidal neural network with 3 units in the hidden layer averaged over 10 trials of 13 fold cross validation of angle-independent training.

Table 4 gives an overview about the datasets being used. The values of the majority class in brackets is including examples with missing values.

C Appendix: On the Computational Power of Parallel Perceptrons

We show in this Appendix that circuits that employ a soft winner-take-all gate as their only nonlinearity can be simulated by parallel perceptrons (Theorem C.1). Hence the universal approximation result of [11] implies a corresponding result for parallel perceptrons (see Corollary C.2). In addition we show in Theorem C.4 that a very large class of nonlinear filters on time series can be approximated if one adds delay lines to parallel perceptrons.

**Theorem C.1** Let $\tilde{f} : \mathbb{R}^d \rightarrow [0, 1]$ be some arbitrary function computed by a soft-winner-take-all gate (in the terminology of [11]) applied to weighted sums of input components. Then the closely related function $f : \mathbb{R}^d \rightarrow [-1, 1]$ defined by $f(z) = 2\tilde{f}(z) - 1$ can be computed by a parallel perceptron.
Proof: Assume that \( \tilde{f} \) is computed by a circuit consisting of a soft-winner-take-all gate applied to the \( \tilde{n} \) weighted sums

\[
\tilde{S}_j = \sum_{i=1}^{d} \alpha_i^j z_i + \alpha_o^j, \quad j = 1, \ldots, \tilde{n}.
\]

Thus \( \tilde{f}(z) = \pi\left( \left\{ j \in \{1, \ldots, \tilde{n}\} : \tilde{S}_{\tilde{n}}(z) \geq \tilde{S}_j(z) \right\} - \frac{\tilde{n}}{2} \right) \) for some \( k \in \{1, \ldots, \lfloor \frac{n}{2} \rfloor \} \), where \( \pi(x) = x \) for \( x \in [0, 1] \), \( \pi(x) = 1 \) for \( x > 1 \), and \( \pi(x) = 0 \) for \( x < 0 \).

Define \( \rho := k, n := \tilde{n} + k, S_j := \tilde{S}_{\tilde{n}} - \tilde{S}_j \) for \( j = 1, \ldots, \tilde{n} \), and \( S_j \equiv -1 \) for \( j = \tilde{n} + 1, \ldots, n \). Then we have

\[
S_j \geq 0 \iff \tilde{S}_{\tilde{n}} \geq \tilde{S}_j \quad \text{for } j = 1, \ldots, \tilde{n},
\]

and \( S_j < 0 \) for \( j = \tilde{n} + 1, \ldots, n \). Define \( c(z) := |\{ j \in \{1, \ldots, n\} : S_j(z) \geq 0 \}| \). Then \( c(z) = |\{ j \in \{1, \ldots, \tilde{n}\} : \tilde{S}_{\tilde{n}}(z) \geq \tilde{S}_j(z) \}| \) for all \( z \in \mathbb{R}^d \). Furthermore the function \( f(z) := s(2c(z) - n) \) from \( \mathbb{R}^d \) into \([-1, 1]\) (where \( s \) is the activation function with \( \rho := k \) defined in Section 2) can be computed by a parallel perceptron. We will show that \( f(z) = 2\tilde{f}(z) - 1 \) for all \( z \in \mathbb{R}^d \).

The preceding definitions of \( \rho \) and \( n \) imply that

\[
\frac{c(z) - \frac{n}{2}}{k} = \frac{c(z) - \frac{n}{2} + \frac{k}{2}}{k} = \frac{2c(z) - n + k}{2k} = \frac{2c(z) - n}{2\rho} + \frac{1}{2}
\]

and

\[
\frac{2c(z) - n}{\rho} = 2 \left( \frac{c(z) - \frac{n}{2}}{k} \right) - 1.
\]

Case 1: \( \frac{c(z) - \frac{n}{2}}{k} \in (0, 1) \).

Then \( \frac{2c(z) - n}{\rho} \in (-1, 1) \) and we have

\[
f(z) = \frac{2c(z) - n}{\rho} = 2 \left( \frac{c(z) - \frac{n}{2}}{k} \right) - 1 = 2\tilde{f}(z) - 1.
\]

\[\text{We assume here without loss of generality that the } \hat{n} \text{th output of the soft-winner-take-all gate is interpreted as the output of the circuit.}\]
Case 2: \[ \frac{c(z) - n}{\rho} \geq 1 \]
Then \[ \frac{2c(z) - n}{\rho} \geq 1 \] and \( f(z) = 1 = 2 \cdot 1 - 1 = 2\tilde{f}(z) - 1 \).

Case 3: \[ \frac{c(z) - n}{\rho} \leq -1 \]
Then \[ \frac{2c(z) - n}{\rho} \leq -1 \] and \( f(z) = -1 = 2 \cdot 0 - 1 = 2\tilde{f}(z) - 1 \).

Corollary C.2 (Universal Approximation Theorem for Parallel Perceptrons)

Assume that \( h : D \rightarrow [-1, 1] \) is some arbitrary continuous function with a compact domain \( D \subseteq \mathbb{R}^d \) (for example \( D = [-1, 1]^d \)), and \( \varepsilon > 0 \) is some given parameter. Then there exists a parallel perceptron that computes a function \( f := \mathbb{R}^d \rightarrow [-1, 1] \) such that

\[ |f(z) - h(z)| < \varepsilon \text{ for all } z \in D. \]

Furthermore any Boolean function can be computed by rounding the output of a parallel perceptron (i.e., output 1 if the number \( p \) of positive weighted sums is above some threshold, else output 0).

Proof: Define \( \bar{h} : D \rightarrow [0, 1] \) by \( \bar{h}(z) := \frac{1}{2}(h(z) + 1) \). Then \( \bar{h} \) is a continuous function from \( D \) into \( [0, 1] \). According to Theorem 4.1 in [11] one can compute a function \( \tilde{f} : \mathbb{R}^d \rightarrow [0, 1] \) by a soft-winner-take-all gate applied to weighted sums so that \( |\bar{h}(z) - \tilde{f}(z)| < \frac{\varepsilon}{2} \) for all \( z \in D \). According to Theorem C.1 one can compute the function \( f : \mathbb{R}^d \rightarrow [-1, 1] \) defined by \( f(z) = 2\tilde{f}(z) - 1 \) by a parallel perceptron. We have for all \( z \in D \):

\[ |h(z) - f(z)| = |(2\bar{h}(z) - 1) - (2\tilde{f}(z) - 1)| = 2|h(z) - \tilde{f}(z)| < \varepsilon. \]

Since any Boolean function from \( \{0, 1\}^d \) into \( \{0, 1\} \) can be interpolated by a continuous function, the preceding result implies the last sentence of the claim.
Remark C.3 Circuits with a soft-winner-take-all gate have an obvious biological interpretation via lateral inhibition between pools of spiking neurons. Parallel perceptrons support a somewhat different biological interpretation on the level of individual spiking neurons, rather than pools of spiking neurons, without lateral inhibition: One may assume that each weighted sum $\alpha_i \cdot z$ represents the input current to some spiking neuron that fires (at time 0) if and only if $\alpha_i \cdot z \geq 0$. Hence $p := \#\{1 \leq i \leq n : \alpha_i \cdot z \geq 0\}$ can be interpreted as the number of spikes that are sent out at time 0 by an array consisting of $n$ spiking neurons.

In the subsequent theorem we extend our model to computations on time series, which are represented by continuous functions $u_1, \ldots, u_m$ from $\mathbb{R}$ into $\mathbb{R}$. We analyze the computational power of circuits consisting of a parallel perceptron applied to some finite set of delayed versions $D_\tau u_i$ of inputs for $i = 1, \ldots, m$ and $\tau > 0$, where $D_\tau u_i$ is the function from $\mathbb{R}$ into $\mathbb{R}$ defined by $(D_\tau u_i)(t) = u_i(t - \tau)$. We will refer to these very simple circuits as parallel perceptrons with delay-lines. The following result shows that basically any interesting nonlinear filter can be uniformly approximated by such circuits. We refer to [12] for the definition of the notions that are used.

**Theorem C.4** Assume that $U$ is the class of functions from $\mathbb{R}$ into $[B_0, B_1]$ which satisfy $|u(t) - u(s)| \leq B_2 \cdot |t - s|$ for all $t, s \in \mathbb{R}$, where $B_0, B_1, B_2$ are arbitrary real-valued constants with $B_0 < B_1$ and $0 < B_2$. Let $\mathcal{F}$ be an arbitrary filter that maps vectors $\underline{u} = (u_1, \ldots, u_n) \in U^n$ into functions from $\mathbb{R}$ into $\mathbb{R}$.

Then the following are equivalent.$^5$

(a) $\mathcal{F}$ can be approximated by parallel perceptrons with delay lines

(i.e., for any $\varepsilon > 0$ there exists such circuit $\mathcal{C}$ such that $|\mathcal{F}_{\underline{u}}(t) - \mathcal{C}_{\underline{u}}(t)| < \varepsilon$ for all $\underline{u} \in U^n$ and all $t \in \mathbb{R}$)

$^5$The implication “$(b) \Rightarrow (c)$” was already shown in [3].
(b) $\mathcal{F}$ is time invariant and has fading memory

(c) $\mathcal{F}$ can be approximated by a sequence of (finite or infinite) Volterra series.

**Proof:** The proof is a simple variation of the proof of the corresponding Theorem 3.1 in [12], which in turn relies on earlier arguments from [3]. Apart from Corollary C.2 one uses the fact that any two different functions $v_1, v_2 : (-\infty, 0] \to \mathbb{R}$ can be separated via a suitable delay line, i.e., there exists some $\tau > 0$ such that $(D_{\tau}v_1)(0) \neq (D_{\tau}v_2)(0)$. ■