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ABSTRACT.
We show that for any concept class C the number of equivalence and membership queries that are needed to learn C is bounded from below by \( \Omega(\text{VC-dimension}(C)) \). Furthermore we show that the required number of equivalence and membership queries is also bounded from below by \( \Omega(LC \cdot \text{ARB}(C)) / \log(1 + LC \cdot \text{ARB}(C)) \), where \( LC \cdot \text{ARB}(C) \) is the required number of steps in a different model where no membership queries but equivalence queries with arbitrary subsets of the domain are permitted. These two relationships are the only relationships between the learning complexities of the common on-line learning models and the related combinatorial parameters that have remained open (see section 3 of [MT1]).

As an application of the first lower bound we determine the number of equivalence and membership queries that are needed to learn monomials of \( C \) out of \( n \) variables.

In the last section we examine learning algorithms for threshold gates that are based on equivalence queries. We show that a threshold gate can not only learn concepts but also non-decreasing functions in polynomially many steps. On the other hand we show that all distributed learning algorithms for threshold gates that are of a similar type as the \( \Delta \)-rule or the WINNOW-algorithm are inherently slow.

1. Introduction.
We continue in this paper our investigation [MT1] of the complexity of learning in the on-line learning models of Angluin [A1]. In the most basic one of these models (which may be viewed as a generalization of the classical learning models for perceptrons [R], [M] and neural networks [N], [RM]) the learner proposes "hypotheses" \( H \) from a fixed "concept class" \( C \subseteq 2^X \) over a finite domain \( X \). The goal of the learner is to "learn" an unknown "target concept" \( C_T \in C \) that has been fixed by the "environment". Whenever the learner proposes some hypothesis \( H \in C \), with \( H \neq C_T \), the environment responds with some "counterexample" \( x \in H \Delta C_T := (C_T - H) \cup (H - C_T) \). \( x \) is called a "positive counterexample" if \( x \in C_T - H \), and \( x \) is called a "negative counterexample" if \( x \in H - C_T \). A learning algorithm for \( C \) is any algorithm \( A \) that produces new hypotheses

\[ H'_{i+1} = A(x_1, \ldots, x_i; H'_1, \ldots, H'_i) \]

in dependence of counterexamples \( x_j \in H'_j \Delta C_T \) for the preceding hypotheses \( H'_j \). (One also refers to these hypotheses as "equivalence queries" [A1].)

The "learning complexity" \( LC(A) \) of such a learning algorithm \( A \) is defined by

\[ LC(A) := \max\{i \in \mathbb{N} \mid \text{there is some } C_T \in C \text{ and some choice of counterexamples} \ x_j \in H'_j \Delta C_T \text{ for } j = 1, \ldots, i - 1 \text{ such that } H'_i \neq C_T \}. \]

The "learning complexity" \( LC(C) \) of a concept class \( C \) is defined by

\[ LC(C) := \min\{LC(A) \mid A \text{ is a learning algorithm for } C \}. \]

In a variation of this model one considers a more active learner \( A \) that can also "carry out experiments", i.e. he...
may also ask "membership queries" $x \in C_T$ for $x \in X$ (where $X$ is the domain of the concept class $C \subseteq 2^X$). For any learning algorithm $A$ for $C$ that uses equivalence and membership queries one defines $L_C(A)$ as the maximal number of queries that $A$ needs to identify some target concept $C_T \in C$ (for some choice of counterexamples to its equivalence queries). We set

$$L_C \cdot MEMB(C) := \min \{ L_C(A) \mid A \text{ is a learning algorithm for } C \text{ that may use equivalence queries with hypotheses } H \subseteq C \text{ and membership queries} \}.$$ 

It has turned out that there are several important concept classes for which learning with equivalence and membership queries is much easier than learning either with equivalence queries only, or with membership queries only: for example DFA [A2], [A4], $k$-term DNF [A3], [PV] and read-once formulas [AHK]. (In some of these results the model is somewhat different as it takes into account the amount of computation performed by the learning algorithm, resp. the length of the counterexamples received.) However the exact power of the $L_C \cdot MEMB$ model has remained somewhat elusive, because there has been no method available for proving nontrivial lower bounds for $L_C \cdot MEMB$.

We show in section 2 of this paper that $L_C \cdot MEMB(C) = \Omega(VC \cdot \dim(C))$ for every concept class $C$. (VC \cdot \dim(C)$ is the Vapnik-Chervonenkis dimension of $C$, see [BEHW], [MT1]). As an application of this lower bound we determine $L_C \cdot MEMB(C_{k,n})$ for the class $C_{k,n}$ of conjunctions of $k$ literals from $n$ variables.

In section 3 we establish a somewhat unexpected relationship between $L_C \cdot MEMB(C)$ and $L_C \cdot ARB(C)$. $L_C \cdot ARB(C)$ is the learning complexity of $C$ in another learning model where the learner may ask no membership queries, but equivalence queries with arbitrary hypotheses $H \subseteq X$ (i.e. it is not required that $H \subseteq C$). We will demonstrate in section 3 that this relationship can also be used to derive significant lower bounds for $L_C \cdot MEMB(C)$ for various concrete $C$.

In section 4 we address several questions about the complexity of learning algorithms for threshold gates (in this section we examine learning algorithms that use only equivalence queries). The class of concepts $C \subseteq \{0,1\}^d$ that can be computed by a threshold gate of fan-in $d$ (where the weights and the threshold of the gate may be arbitrary real numbers, or equivalently arbitrary integers) can be characterized as follows:

$$HALFSPACE^d_n := \{ C \subseteq \{1,\ldots,n\}^d \mid \exists \text{ halfspace } H \subseteq R^d \text{ with } C = H \cap \{1,\ldots,n\}^d \}.$$ 

It has been shown that $L_C(HALFSPACE^d_n)$ is polynomial in $d$ and $\log n$ [MT1].

We examine in section 4 of this paper the question whether this positive result can be extended to the arguably simplest threshold circuit with more than one threshold gate (Theorem 4), or to the learning of functions on a single threshold gate with several adaptive thresholds (Theorem 5). Furthermore we show for a large class of distributed learning algorithms for a threshold gate (where each weight is controlled by a different processor) that they are all substantially slower than the fastest unrestricted learning algorithm for a threshold gate (Theorem 6).

2. Learning With Equivalence and Membership Queries and the Vapnik-Chervonenkis Dimension.

It is obvious that $L_C(C) \geq VC \cdot \dim(C)$ and $MEMB(C) \geq VC \cdot \dim(C)$ for any concept class $C$. (MEMB(C) results from a restriction of the model for $L_C \cdot MEMB$ where the learner may ask only membership queries). But there are concept classes $C$ for which $L_C \cdot MEMB(C) < VC \cdot \dim(C)$. For example for

$$MAJORITY := \left( \begin{array}{c} \{ C \subseteq \{0,1\}^n \mid 0 \in C \iff |C - \{0\}| > \frac{n}{2} \} 
\end{array} \right)$$

one has $VC \cdot \dim(MAJORITY) = n$, but $L_C \cdot MEMB(MAJORITY) \leq \frac{n}{2} + 1$ (ask first whether $0 \in C_T$, approximate $C_T$ "from above" if the answer is yes, otherwise "from below"). Other examples show that

$$L_C \cdot MEMB(C_n) \leq (2 - \log 3) \cdot VC \cdot \dim(C_n) + o(n)$$

for suitable concept classes $C_n$ over $\{0,1\}^n$ with $VC \cdot \dim(C_n) = n$ (see [MT1]).

The following result shows that nevertheless the VC-dimension provides for any $C$ a lower bound for $L_C \cdot MEMB(C)$.

**Theorem 1.** $L_C \cdot MEMB(C) \geq \frac{1}{2} \cdot VC \cdot \dim(C)$ for every concept class $C$. 


Remarks.

1. The proof shows that in fact LC - ARB - MEMB(C) = \( \Omega(VC - \text{dim}(C)) \) for any \( C \), where LC - ARB - MEMB is the learning model that allows both membership queries and equivalence queries with arbitrary hypotheses.

2. Theorem 1 in combination with Theorem 2.1 of [BEHW] implies that for any finite \( C \) \( O(\max(\frac{1}{a} \log \frac{1}{2}, \text{MEMB}(C) \log \frac{1}{2})) \) samples are sufficient for pac-learning. This appears to be the first result which indicates that learning in the LC - MEMB model cannot be substantially faster than pac-learning (if one ignores possible differences in the computational complexity).

Proof of Theorem 1. Let \( S \subseteq X \) be a set of maximal size that is shattered by \( C \) (i.e. \( C \cap S = 2^S \)), where \( X \) is the domain of \( C \). Consider the following adversary strategy (we write \( \text{CAND} \) for the class of those \( C \) that are still candidates for \( C_T \) at the beginning of the considered learning step; we write \( \text{CAND}' \) for the class of \( C \) that are still candidates after the adversary has given his response in the considered step):

1. For a membership query \( x \in C_T \) reply “yes” iff \( |\{c \in C \cap \text{CAND} \mid x \in c \}| \geq |\{c \in C \cap \text{CAND} \} \mid \) (i.e. \( C \cap S \neq \emptyset \)).

2. For a hypothesis \( H \subseteq X \) choose some \( y \in S \) as a counterexample such that \( M_y \geq M_x \) for all \( x \in S \), where \( M_x := |\{c \in C \cap \text{CAND} \mid H(x) = \text{CAND}(x) \}| \).

It is obvious that \( |\{c \in C \mid c \in \text{CAND}' \}| \geq \frac{1}{2}\|\{c \in C \mid c \in \text{CAND}(x) \}| \) in case I. However an estimate of the type \( \|\{c \in C \mid c \in \text{CAND}' \}| \geq \frac{1}{2}\|\{c \in C \mid c \in \text{CAND}(x) \}| \) is in general false for case II (e.g. consider the case where \( |C_T \cap S| = 1 \) and \( \{c \in C \mid c \in \text{CAND} \} = \{\emptyset \} \leq \emptyset \mid \) and \( H = \emptyset \); we have here \( 1 = |\{c \in C \mid c \in \text{CAND} \}| \leq \frac{1}{2}\|\{c \in C \mid c \in \text{CAND}(x) \}| \) for any possible counterexample from \( S \). However the following Lemma (which is of some interest on its own) implies that as long as \( \|\{c \in C \mid c \in \text{CAND}(x) \}| \) is still “relatively large” an estimate \( \|\{c \in C \mid c \in \text{CAND}' \}| \geq \Omega(\|\{c \in C \mid c \in \text{CAND}(x) \}|) \) can also be established for case II.

Lemma. Let \( f : (0, 1) \rightarrow R \) be defined by \( f(z) = -z \log z - (1 - z) \log(1 - z) \). Then for any \( N \in (0, 1), Y \neq \emptyset \), and \( E \subseteq 2^Y \) with \( |E| \geq 2^{n|Y|} \) one has for the unique \( \beta \in (0, \frac{1}{2}] \) with \( f(\beta) = \alpha \) that

\[
\exists y \in Y \left( \beta \leq \frac{|E \in E \mid y \in E|}{|E|} \leq 1 - \beta \right).
\]

Proof of the Lemma. Let \( R \) be a random variable with uniform distribution over \( E \). For \( y \in Y \) let \( R_y \) be the induced random variable with

\[
R_y = \begin{cases} 
1, & \text{if } y \in R \\
0, & \text{if } y \not\in R.
\end{cases}
\]

Then \( \text{Pr}[R_y = 1] = \frac{|\{E \in E \mid y \in E\}|}{|E|} \). The entropy \( H(R) \) of the random variable \( R \) satisfies \( H(R) = \log |E| \geq \alpha \cdot |Y| \). Since one can identify \( R \) with the vector \( (R_y)_{y \in E} \) of the random variables \( R_y \), one has \( \sum_{y \in E} H(R_y) \geq H(R) \) (this follows from the fact that \( H(V, U) = H(U) + H(V \mid U) \) and \( H(V \mid U) \leq H(V) \) for arbitrary random variables \( U, V \); see [CK]). Therefore there exists some \( y \) with \( H(R_y) \geq \alpha \).

One has \( \alpha \leq H(R_y) = f(\text{Pr}[R_y = 1]) = f(1 - \text{Pr}[R_y = 1]) \). Fix \( \beta \in (0, \frac{1}{2}] \) so that \( f(\beta) = \alpha \) (such \( \beta \) exists because \( f([0,1]) = [0,1] \) and \( f(z) = f(1 - z) \)). Since \( f \) is non-decreasing on \( (0, \frac{1}{2}] \) one gets from \( f(\text{Pr}[R_y = 1]) = \alpha \) that \( \text{Pr}[R_y = 1] \geq \beta \). Similarly \( f(1 - \text{Pr}[R_y = 1]) \geq \alpha \) implies that \( 1 - \text{Pr}[R_y = 1] \geq \beta \), thus \( \text{Pr}[R_y = 1] \leq 1 - \beta \). \( \square \)

In order to finish the proof of Theorem 1 one sets \( \alpha := \frac{1}{2} \) and \( Y := S \) in the Lemma. For \( \beta \in (0, \frac{1}{2}] \) with \( f(\beta) = \alpha \) one has then \( \beta \geq \beta_0 := 0.0615 \). The Lemma guarantees that as long as \( \|\{c \in C \mid c \in \text{CAND}(x) \}| \geq 2^{\frac{1}{2}[S]} \), after \( i \) responses of the adversary it holds that

\[
\|\{c \in C \mid c \in \text{CAND}' \}| \geq \beta_0 \|\{c \in C \mid c \in \text{CAND}(x) \}|.
\]

Hence if for some \( i \) it holds that \( \beta_i \geq 2^{-\frac{3}{2}[S]} \) then after \( i \) responses of the adversary

\[
\|\{c \in C \mid c \in \text{CAND}' \}| \geq 2^{[S]} \cdot \beta_i \geq 2^{\frac{3}{2}[S]} > 1
\]

and the learning algorithm cannot reach a conclusion yet. The proof is completed by noting that \( i \) can be chosen to be \( \frac{1}{2}[S] \). \( \square \)

As an application of Theorem 1 we determine LC - MEMB for the concept class

\[
C_{k,n} := \{c \subseteq \{0,1\}^n \mid c \text{ is definable by an AND of up to } k \text{ literals from } \{x_1, \ldots, x_n, z_1, \ldots, z_n\}\}.
\]

This concept class is of interest not only in the case \( k = n \) but also in the case \( k < n \) (see [L]); many practically occurring concepts are defined as an AND of very few literals from a very large reservoir of potentially relevant attributes. However if the number \( n \) of potentially relevant attributes is so large that \( n \) learning steps are not feasible, then \( C_{k,n} \) is not learnable from equivalence queries only since LC(C_{k,n}) \geq \binom{n}{k}. \) Thus it is of interest to examine whether \( C_{k,n} \) can be learned substantially faster if the learner can make equivalence and membership queries.
Theorem 2. \( \text{LC - MEMB}(C_{k,n}) = \Theta(k(1 + \log \frac{1}{k})) \).

Remark.
1. This result shows in particular that \( \text{LC}(C_{n}) = \text{LC - MEMB}(C_{n}) = \Theta(n) \). To our knowledge no significant lower bound was previously known for \( \text{LC - MEMB}(C_{n}) \) (or for \( \text{LC - MEMB}(C_{k,n}) \) in the case \( k < n \)).
2. Littlestone [L] has shown that \( C_{k,n} \) can be learned equally fast if one uses equivalence queries with arbitrary hypotheses. Remark 1 after Theorem 1 implies that no further speed-up results if one allows both arbitrary hypotheses and membership queries.

Idea of the proof of Theorem 2. For the upper bound one starts with \( H_1 := \emptyset \) (which is defined by \( x_1 \wedge x_2 \)). If \( H_1 \neq C \) and \( p \in C - H_1 \) is a positive counterexample then one can use membership queries to find the up to \( k \) "relevant" variables in \( p \) by binary search. The lower bound follows from Littlestone's result [L] that \( \dim(C_{k,n}) = \Omega(k(1 + \log \frac{1}{k})) \) together with Theorem 1.


It has been shown in [MT1] that there are concept classes \( C \) for which \( \text{LC - MEMB}(C) < \frac{1}{2} \cdot \text{LC - ARB}(C) \). However it has remained unknown whether there are concept classes \( C \) for which \( \text{LC - MEMB}(C) \) is substantially smaller than \( \text{LC - ARB}(C) \) (in fact, apart from the relationship that has been settled in the preceding section, this remains the only open problem about the relationship between the learning complexities and combinatorial invariants that were considered in Fig. 1 of [MT1]).

We write \( \text{LC - ARB - MEMB} \) for the learning model where the learner may ask both membership queries and equivalence queries with arbitrary hypotheses \( H \subseteq X \).

Theorem 3. \( \text{LC - MEMB}(C) \geq \text{LC - ARB - MEMB}(C) \geq \frac{\text{LC - ARB}(C)}{\log(1 + \text{LC - ARB}(C))} \geq \frac{\text{LC - ARB}(C)}{\log(1 + \log |C|)} \)

for any concept class \( C \) with \( |C| > 1 \).

Remarks.
1. It is open whether this lower bound can be improved to \( \text{LC - MEMB}(C) = \Omega(\text{LC - ARB}(C)) \).
2. The lower bound for \( \text{LC - ARB - MEMB} \) implies that a learner cannot learn substantially faster if in addition to the ability to ask arbitrary equivalence queries he can also ask membership queries.

Proof of Theorem 3. Consider a decision tree \( T \) for \( C \) (where each node is labeled by some \( x \in X \), each non-leaf has two outgoing edges with labels 0,1, the leaves are labeled by the concepts from \( C \) so that every leaf has depth \( d := \text{LC - ARB}(C) \). Such \( T \) exists by a result of Littlestone [L] (see also [MT1]).

We use \( T \) to define an adversary strategy such that after any \( i \) membership queries and any \( j \) equivalence queries there exists a set \( R \) of \( \geq \frac{2^d}{d+1} \) nodes on level \( d \) such that below each \( r \in R \) there exists a leaf that is labeled by some concept in \( C \subseteq \text{CAND} \) (we define \( \text{CAND} \) as in the proof of Theorem 1). Initially one has \( |R| = 2^d \). We consider now an arbitrary step in the learning process where \( |R| > 1 \).

Case I. The learner makes a membership query "\( z \in C \)?". The adversary responds with "yes" iff \( \{v \in R \mid \text{there is a leaf below } v \text{ with label } C \in \text{CAND} \text{ such that } x \in C \} \geq \frac{|R|}{d+1} \).

Case II. The learner makes an equivalence query with hypothesis \( H \subseteq X \).

\( H \) need not occur as a leaf of \( T \), but it defines a unique path from the root of \( T \) to some node \( v_H \) on level \( d \). Assume for contradiction that for every node \( v \) on this path the immediate subtree of \( v \) which does not contain \( v_H \) contains fewer than \( \frac{|R|}{d+1} \) nodes of \( R \). Then \( R \) is contained in the union of \( \{v_H\} \) and \( d \) sets of size \( < \frac{|R|}{d+1} \). Thus one gets

\[
|R| < 1 + d \cdot \frac{|R|}{d+1} \leq \frac{|R|}{d+1} + d \cdot \frac{|R|}{d+1} = 1,
\]

a contradiction (we use for the second inequality the fact that \( |R| \geq d+1 \), this follows from the preceding observation together with the assumption that \( |R| > 1 \)). Thus there exists some node \( \bar{v} \) on the path from the root to \( v_H \) so that the immediate subtree of \( \bar{v} \) does not contain \( v_H \) has \( \geq \frac{|R|}{d+1} \) nodes of \( R \). The adversary gives the label of this node \( \bar{v} \) as a counterexample to \( H \). Thus \( \geq \frac{|R|}{d+1} \) nodes of \( R \) remain "alive" after this response. \( \square \)

Consider the concept classes

\[ \text{BALL}^d := \{C \subseteq \{1, \ldots, n\}^d \mid \exists \text{ ball } B \subseteq \mathbb{R}^d \} \]

with \( C \subseteq \mathbb{R} \cap \{1, \ldots, n\}^d \) and

\[ \text{HALFSPACE}^d := \{C \subseteq \{1, \ldots, n\}^d \mid \exists \text{ halfspace } H \subseteq \mathbb{R}^d \}

with \( C \subseteq \mathbb{R} \cap \{1, \ldots, n\}^d \).

The following result provides the first lower bound for \( \text{LC - MEMB}(\text{HALFSPACE}^d) \) and \( \text{LC - MEMB}(\text{BALL}^d) \) that is superlinear in \( d \).
Corollary. LC - MEMB(C) ≥ LC - ARB - MEMB(C) = Ω(fl(\frac{d^4log n}{log dlog log n})) for C = BALL^n, HALFSPACE^n. 

Remark. The best known upper bounds for these concept classes C are: 1. Theorem 4. (replace B by a circle of radius \frac{\sqrt{2}}{2}, choose as negative counterexamples corner points of squares of minimal size that contain B) one can also show that LC(GENERAL - POSITION - BOX^n) = O(n), where GENERAL - POSITION - BOX^n := \{R \cap \{1, \ldots, n\}^2 \mid R is a rectangle (not necessarily axis-parallel)]). This complements the result of [MT1], where it is shown that LC(BALL^n) = O(n) log(n) for BOX^n := \{R \cap \{1, \ldots, n\}^2 \mid R is an axis-parallel rectangle}. 

The following result is motivated by the fact that a threshold gate with binary output is a rather unsatisfactory model for the computational abilities of a neuron. One usually views the "firing rate" of a neuron as its "output". This firing rate of a neuron is reported to change between a few and several hundred spikes per second [CA]. Therefore the usual type of (discrete) threshold gate with outputs from \{0, 1\} provides only a very crude model for a neuron. In order to achieve a better approximation we consider instead a "multi-threshold gate" G that has in addition to its weights \{w_1, \ldots, w_d\} thresholds \{t_1, \ldots, t_s\} (t_j \in R, s \in N). We assume that such a gate G computes the following function f_G : \{1, \ldots, n\}^d \to \{0, \ldots, s\}:

f_G(x_1, \ldots, x_d) = \begin{cases} \max\left\{ \sum_{i=1}^d w_i x_i \geq t_j \right\}, & \text{if this set is not empty} \\ 0, & \text{otherwise.} \end{cases}

We write \mathcal{T}_{n,d,s} for the class of all functions f_G : \{1, \ldots, n\}^d \to \{0, \ldots, s\} that are computable by such multi-threshold gates G (with arbitrary weights and thresholds from R). Note that \mathcal{T}_{n,d,s} contains various discrete approximations to the frequently considered "sigmoid" continuous threshold functions [RM] (see also [OA] for results on non-monotone multilevel threshold functions).
In order to analyze the complexity of learning an arbitrary target function \( f \in \mathcal{F}_{n,d} \) (through an exchange of hypotheses \( f \in \mathcal{F}_{n,d,s} \) and counterexamples \( x \in \{1, \ldots, n\}^d \) with \( f(x) \neq f_T(x) \)) one has to specify what information the learner will receive about the counterexample \( x \):

- the correct value \( f_T(x) \)
- only the information whether \( f_T(x) > f(x) \) or \( f_T(x) < f(x) \)
- just the information that \( f_T(x) \neq f(x) \).

The argument from the proof of Theorem 4 can be used to show that with the third type of feedback there is no learning algorithm that can learn arbitrary \( f \in \mathcal{F}_{n,d,s} \) in polynomial in \( d, s, \log n \) many steps. On the other hand the following result shows that there exists such a feasible learning algorithm for the second type of feedback. It is rather interesting that the first type of feedback (which appears to be quite unrealistic in the case of a neuron) is not required for fast learning of functions on a threshold gate.

**Theorem 5.** There is a learning algorithm \( A \) for \( \mathcal{F}_{n,d,s} \) that learns any \( f \in \mathcal{F}_{n,d,s} \) from at most \( O((d+s)^2(\log(d+s) + \log n)) \) counterexamples to hypotheses \( f \in \mathcal{F}_{n,d,s} \) (we assume here that any counterexample to \( f \) is a pair \( (x,b) \) from \( \{1, \ldots, n\}^d \times \{0,1\} \) with \( f(x) = b \) and \( f_T(x) \neq f(x) \)). This learning algorithm \( A \) uses altogether at most polynomially in \( \log n, d, s \) many computation steps.

The proof of Theorem 5 uses a reduction to learning a half-space in \( \{1, \ldots, n\}^{d+s} \).

The existence of a fast learning algorithm for \( \text{HALFSPACE}_d^f \) (that requires only polynomially in \( d \) many equivalence queries and computation steps [MT1], [MT2]) gives rise to the question whether there exists a similarly fast learning algorithm for threshold gates that is distributed in the sense that each weight \( w_i \) (\( i = 1, \ldots, d \)) is controlled by a separate processor (with some bound on the communication among these processors). Examples for distributed learning algorithms for threshold gates are the \( \Delta \)-rule (also called Hebb's rule) [R], [MP], [RM] and Littlestone's algorithms WINNOW 1 and WINNOW 2 [L].

We will prove a lower bound for all learning algorithms that are \( K \)-bounded in the following sense.

**Definition.** We call a learning algorithm \( A \) for \( \text{HALFSPACE}_d^f \) \( K \)-bounded (for some \( K \in \mathbb{N} \)) if the following conditions are satisfied.

a) There are \( d+1 \) sets \( S_1, \ldots, S_{d+1} \), where each \( S_i \) consists of up to \( K \) functions \( h : \mathbb{R} \to \mathbb{R} \). We demand that \( h \circ h' = h' \circ h \) for any \( h, h' \in S_j, j = 1, \ldots, d+1 \).

b) Let \( H_s := \{ x \in \{0,1\}^d | \sum_{i=1}^d w_i(s) \cdot z_i \geq t(s) \} \) be the \( s \)-th hypothesis of the learning algorithm \( A \) (in an arbitrary learning process). If \( H_s \) is not equal to the target concept then the learning algorithm \( A \) produces the next hypothesis \( H_{s+1} \) by choosing for each \( i \in \{1, \ldots, d+1\} \) some \( h_i \in S_i \) and by setting \( w_i(s+1) = h_i(w_i(s)) \) for \( i = 1, \ldots, d \) and \( t(s+1) = h_{d+1}(t(s)) \) (there is no limitation on the way in which the operations \( h_i \) are chosen at each learning step).

**Remark.**

The definition of a \( K \)-bounded learning algorithm does not attempt to capture the intuitive notion of a "distributed learning algorithm". However a distributed learning algorithm where each processor can receive at any learning step only one of \( K \) possible signals from its environment (i.e. from the part of the input to which it has access, from other processors, and from the feedback-device) is likely to be \( K \)-bounded (provided that the weight-change operations of each processor are commutative). In particular it is easy to see that the \( \Delta \)-rule, WINNOW 1, and WINNOW 2 are all \( K \)-bounded for \( K := 3 \).

**Theorem 6.** Let \( A \) be an arbitrary \( K \)-bounded learning algorithm that can learn any concept from some concept class \( C \subseteq \text{HALFSPACE}_d^f \) with \( \leq T \) equivalence queries (\( A \) is allowed to produce also hypotheses from \( \text{HALFSPACE}_d^f \) that do not belong to \( C \)). Then \( T \geq |C|/K(d+1) - 1 \).

In particular \( T = 2^d(K-1) \) for \( C = \text{HALFSPACE}_d^f \).

**Proof.** \( A \) can produce within \( T \) steps at most \( (T+1)^K(d+1) \) different configurations of the parameters \( w_1, \ldots, w_d, t \) (since \( A \) is \( K \)-bounded the final configuration of the parameters only depends on \( \text{how often} \) each of the \( \leq K \) operations \( h \in S_i \) have been applied to \( w_i \), respectively \( t \), \( i = 1, \ldots, d+1 \)). This implies that \( (T+1)^K(d+1) \geq |C| \), because the final configurations are different for any two different target concepts from \( C \). Hence \( T \geq |C|/K(d+1) - 1 \).

It is well known that \( |\text{HALFSPACE}_d^f| \geq 2^{d(d+1)/2} \) (see [M]).

**Remarks.**

1. It's obvious that the \( \Delta \)-rule needs \( 2^d(d) \) steps to learn certain target concepts \( C \in \text{HALFSPACE}_d^f \) at each step the \( \Delta \)-rule can increase a weight by at most \( +1 \).
Winnow steps. Furthermore, no other argument is known that create exponential size weights in polynomially many steps. This argument cannot be used to prove a lower bound for the Winnow algorithm, which is superpolynomial in \( d \).

2. The preceding theorem implies that neither Winnow 1 nor Winnow 2 can learn all monotone \( C \subseteq \text{HALFSPACE}_d^2 \) in polynomially in \( d \) many steps (one uses here the fact that there are \( \geq 2^{d(d-1)/2} \) different monotone \( C \subseteq \text{HALFSPACE}_d^2 \)). In fact, this result implies that if any Winnow algorithm learns any class \( C \) of monotone \( C \subseteq \text{HALFSPACE}_d^2 \) in polynomially in \( d \) many steps, then \(|C| \leq 2^{O(d\log d)}\). On the other hand, Littlestone \([L]\) had exhibited classes \( C \) of monotone \( C \subseteq \text{HALFSPACE}_d^2 \) with \(|C| = 2^d\) which can be learned by Winnow in polynomially in \( d \) many steps (for example monotone disjunctions, and threshold gates: no other \( K \)-bounded learning algorithm converges fast). There are various examples of halfspaces that require integer weights of superpolynomial size, but they tend to be rather artificial from the point of view of learning (one such example is given in [M], it is easy to construct further examples by considering threshold gates that compare the size of two binary numbers).
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